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**1. Introduction**

This paper begins by introducing the concept of human action recognition as the process of interpreting human behaviour from image sequences of human actions, noting a few applications as well as common problems. The paper addresses various methods proposed for human motion analysis. Examples include computation of optical flow [1] and eigen-shapes of foreground silhouettes ([2, 3]). However, these methods still face various issues, such as a difficult derivation and a lack of motion information. This paper points out that region-based techniques are much better. Thus, this paper proposes a region-based method that utilises the negative space surrounding a human body in an image to derive action/pose descriptions of human shapes that are less sensitive to foreground segmentation errors.

**2. Proposed Method**

The proposed method is composed of five stages. These include frame grabbing and background segmentation, speed and bounding box computation, region partitioning, pose description/feature extraction and template matching.

**2.1. Frame grabbing and background segmentation**

The proposed method takes video data as an input and therefore to obtain images the video inputs are converted into frames of images. The assumption made by the proposed method is that each video has only one human action being conducted within it (i.e., involving single-person recognition). The next step is background segmentation, which aims to segment an image into a foreground (in this case it would be the human in the image) and a background (everything that is not the human). The background segmentation technique used in this paper is from [4].

**2.2. Speed and bounding box computation**

In order to group the various actions of the person in the image frames, the horizontal and vertical speeds are calculated. To compute the horizontal speed between two frames, the absolute value of the horizontal displacement taken from the top left corner of the bounding box is multiplied by the frame rate. This value is calculated for every consecutive pair of frames, and then summed. The summed value is then divided by the sum of the heights of all the bounding boxes of all frames. To calculate vertical speed the same procedure is used, but with vertical displacement instead. In the next step the smallest upright bounding box which can contain the human person is created to capture the negative space regions. As actions are analysed from right to left, with all frames containing actions moving from left to right are reflected along the vertical axis.

**2.3. Region partitioning**

This stage aims to solve the problem of different numbers of negative space regions being present in multiple poses of the same person conducting the same action captured at different times. To do so regions are partitioned along peninsulas (corresponding to parts of the human body) which point to the bounding box. The process is as follows: for negative space region *n* in a bounding box the position of the closest peninsula to the side of the bounding box that is along the negative space region is determined. Once it is determined the intersection distance between the closest peninsula and the side of the bounding box is found. Then the maximum distances from the side of the bounding box and the human silhouette for both the top half and bottom half of negative space region *n* are determined. The maximum distances are then averaged and divided by the intersection distance to obtain the value of a variable called ‘protrusive’. If ‘protrusive’ is greater than or equal to some minimum threshold then a partition is formed in region *n* at theposition of the closest peninsula.

**2.4. Pose description/ Feature extraction**

Once the negative space regions of the bounding box are partitioned, features need to be extracted in order to compare poses. The two types of features that are extracted include positional and regional-based features. Positional features are extracted by placing 14 anchor points along the sides of the bounding box. Once this is done, every negative space region in the bounding box is associated with one of the anchor points by locating the mid-point that bisects the boundary on the bounding box, and then assigning the anchor point that is closest to the bisecting point of every region. The region-based features that are extracted include the area of the negative space regions (approximated as either triangles or quadrilaterals), eccentricity, orientation, rectangularity (i.e., ratio of region area over the bounding rectangle area of that region). Additionally, they include horizontal and vertical side lengths of the bounding box that is part of the sides of a negative space region.

**2.5. Template matching**

In order to classify the input image sequences the dynamic time warping algorithm is used. It does this by ‘warping’ the sequences non-linearly in the time dimension to determine a measure of their similarity.

**2.6. Novelty of the proposed method**

The novelty of the proposed method is seen through the useof negative space regions to determine the actions of an image sequence. As mentioned in this paper most region-based techniques work with regions that are a part of the human body in the image. Moreover, little work has been conducted on methods utilising negative space regions, with one of the few examples being [5].

**3. Experimental Results**

The datasets used to test the effectiveness of the proposed method include the Weizmann human action (WHA) [6] and KTH [7] datasets. The leave-one-out (LOO) testing scheme is used for both datasets. When testing the classification accuracy of the proposed method, the results showed an accuracy of 100% and 94.67% for the WHA and KTH datasets, respectively. When compared to other methods, the proposed method matched or outperformed all the other methods for WHA. In particular, methods from [8] and [9] which themselves had accuracies over 95% were outperformed. For the KTH dataset, the proposed method outperformed half of the benchmark methods, namely [10] and [11]. The descriptors used are computationally inexpensive. For un-optimized MATLAB code, the time taken was 4.31s on a Pentium 4, 3.4 GHz machine which was much faster than other methods like [12] which took 30s on a similar setup. Further experimentation also showed that the proposed method was robust to noisy segmentation and relatively insensitive to partial occlusion and non-rigid deformation.

**4. Conclusion / Future works**

In conclusion, the proposed method does seem better than other methods not only because it outperformed many of them in terms of classification accuracy, but also because it is computationally efficient and robust. Considering further research, the paper suggests that future work will need to focus on multi-person activity recognition, since the proposed method has only considered single-person recognition.
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